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Abstract— The concept of cloud computing came out after a 
great development over the distributed computing, grid 
computing, cluster computing and the parallel computing. It is 
a research field of one of the newest computing technologies. 
Now a days the IT market is adopting the cloud based 
technologies over its traditional computing technologies. The 
problems of job scheduling and resource allocation have been 
emerging as important and challenging tasks since the starting 
of this concept. The execution of each job needs the efficient 
and proper utilization of cloud resources so that the optimum 
performance of the cloud system may be achieved. 

This paper proposes an efficient algorithm ‘P-Backfill’ 
(say) which is based on the traditional Backfill algorithm using 
prioritization of jobs for achieving the optimality of scheduling 
in cloud systems. In this paper the comparisons between the P-
Backfill Scheduling (PBS) algorithm and other various 
scheduling algorithms (SJS, LJF, Round-Robin, FCFS and 
traditional Backfill) are also shown.  
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I. INTRODUCTION 

The concept of cloud computing integrates the concepts 
of large-scale distributed computing, grid computing, 
cluster computing and the parallel computing after a great 
enhancement and development of many years. It came as a 
revolutionary concept that has totally changed the working 
style of computing environment and introduced the latest 
trends in the IT market. Over a communication medium 
such as internet, the applications which are delivered as the 
services and the system software/hardware provided by a 
datacenter which provide those services are referred by 
cloud computing. 

The most challenging task in the cloud systems is the 
‘Cost of job scheduling’ which plays a major role in order 
to decide the performance of cloud systems. The Job 
Scheduling (JS) strategies of cloud systems also anticipate 
profit for the quality of services (QoS) of the cloud system. 
The schedulers within the cloud systems can be categorized 
into two categories- local schedulers and global 
metaschedulars. The local schedulers deal with a single 

CPU and their residing processes. They also focus on the 
allocation and execution of those processes. The 
metaschedulars receive the jobs, submitted by the users. 
They access the system information for the allocation of 
processes among the different clusters. The time of job 
execution can’t be predicted in cloud systems so the 
schedulers must work in dynamic nature [1]. 

 
Fig 1: Cloud Data Centers 

 

 
Fig 2: Cloud Metaschedular 
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II. RELATED WORKS AND THEIR LIMITATIONS 

Many researchers and IT experts began to start their 
work on studying the quality of services (QoS) of the job 
scheduling systems in recent years [2], [3], [4], [5], [6]. It 
had been expected in 2008 that the cloud computing 
technology would rise more than 2000 billion in the IT 
market and its 32% global market share would adopt 
cloud computing technology till 2013 [7]. A lot of work 
on scheduling algorithms for their randomness, 
complexity, dynamic characteristics and various 
scheduling problems, has been carried out in past years. 
A systematic comparative analysis of various job 
scheduling algorithms has been discussed in [8]. The 
ultimate goal of the cloud service providers is to use the 
cloud resources in optimized manner using efficient job 
scheduling strategies. Various requirements of quality of 
services for the cloud resources have been analyzed and 
differentiated in [9].  Some basic scheduling algorithms 
such as FCFS, LJF, SJF, RR and traditional Backfill, 
which are used in job scheduling in cloud systems are 
discussed below:- 

 

A. FCFS Algorithm 

The FCFS (first come first served) algorithm is widely 
used scheduling algorithm in cloud computing but it doesn’t 
remove some major performance issues such as high waiting 
time and less throughput. The utilization of system resources 
is not optimized by using FCFS scheduling method.  If there 
is a job which has a bigger time of execution, may use the 
resources of the system for a long time. In this condition the 
other resources would be idle and would not be used by 
other jobs. It would make the system delayed. A parallel 
approach for the waiting job queue in FCFS is proposed  
in [10]. 

 

B. LJF and SJF Algorithms 

The other scheduling strategies such as Longest Job First 
(LJF) and Shortest Job First (SJF) are also not able to fill the 
resource-gaps. In order to overcome these shortcomings of 
above mentioned algorithms, the traditional Backfill 
algorithm was proposed in [11], [12], [13], [14] and [15]. 

 

C. Traditional Backfill Algorithm 

The traditional Backfill algorithm [11] to [15], works in 
a different manner, it picks the first coming job and 
proceeds by taking next job which is having smallest time 
and so on. It uses the pipelining execution form so that the 
multiple jobs may be executed at the same time. The main 
disadvantage of Backfill algorithm is starvation of bigger 
jobs due to waiting for a long time. Sometimes the 
execution of these bigger jobs is needed at a high priority 
but this Backfill algorithm doesn’t give any provision to do 
it. Hence this Backfill algorithm needs to be modified to 
incorporate the prioritization of arriving jobs using a queue. 
This work gives a P-Backfill algorithm which will add the 
priority factor of the arriving jobs with the traditional 
Backfill algorithm.  

Algorithm 

  

 

 
 

III.  PROPOSED P-BACKFILL SCHEDULING ALGORITHM 

The proposed model for P-Backfill algorithm makes four 
classes ‘A’, ‘B’, ‘C’ & ‘D’ of arriving jobs based on their 
introduced priorities and frequencies of occurrence. Further 
this model states that the jobs of type ‘A’ have the highest 
priority and they have less frequency of occurrence. The 
jobs of type ‘B’ have highest priorities (but less than A) and 
have more frequency of occurrence. Similarly the jobs of 
type ‘C’ have the least priority (but more than D) and have 
less frequency of occurrence and jobs of type ‘D’ have least 
priority and have more frequency of occurrence. P-Backfill 
starts the execution of the jobs according to their priority 
status. It also uses the pipelining mechanism in order to 
execute multiple jobs at a time. The execution of the jobs is 
done from each and every queue based on the pipelining 
criteria which is prepared by looking the traffic of jobs in a 
particular channel over a long period and according to it 
queue responding of scheduler is decided.  
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Algorithm 

 

 

 

IV.  COMPARISIONS OF ALGORITHMS 

The comparative analysis of various scheduling 
algorithms is discussed in this section practically by 
considering their waiting times. The waiting time of various 
processes is shown below in figure 3. The ‘Type’ attribute 
of the given figure is applicable for only two algorithms- 
Backfill and P-Backfill. In this figure three attributes of 
tasks ‘Process ID’, ‘Burst Time’ and ‘Type’ i.e. priority 
level are shown.  

 
Fig 3: Process Name/ID, Burst Time & their Type 

The ‘Process ID’ and ‘Burst Time’ refer to the name of 
the process and time required for its execution. For example 
5 ms are required for the execution of process A. The 
‘Type’ attribute of the processes refers the priority levels of 
arriving processes. Type ‘A’ denotes the highest priority 
level followed by lesser priority levels such as ‘B’, ‘C’ and 
‘D’, which is the lowest priority level.  
 

 
Fig 4: Arrival sequence of jobs & average waiting time 

 
    The figure 4 shows the arrival sequence and average 
waiting time of various jobs according to different 
algorithms. In [4], [16] and [17], the time slices of Round 
Robin algorithm are discussed. It can be observed that 
Round Robin algorithm has the highest waiting time while 
Backfill has the least. In these both algorithms the tasks of 
highest priority have not been served earlier but P-Backfill 
gave the better results in order to fill this gap. However it 
has slightly more waiting time with respect to traditional 
Backfill but it servers the jobs of highest priority first that 
makes the algorithm better than others [3]. 
   The results of FCFS, traditional Backfill and P-Backfill 
prove that the resources are not being fully utilized in 
FCFS and also produce high waiting time. Backfill tries to 
fill this gap but doesn’t solve priority jobs’ problem. 
Finally P- 
     Backfill gives a better solution of above mentioned 
problems. It reduces the waiting time of jobs and also 
enables the fully utilization of computing resources which 
improve the performance and throughput of the overall 
cloud system. Figure 5 shows the comparative analysis of 
FCFS, traditional Backfilling and P-Backfilling 
mechanisms in graphical format for the sample size of 5, 
10 & 15 jobs respectively. It can be observed from 
following graph that the ratio of the job completion is 
very less in case of FCFS and very high in P-Backfill.  

 
Fig 5: Performance of all Algorithms 
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V. ANALYSIS OF P-BACKFILL ALGORITHM  

      After the comparison of P-Backfill algorithm with 
other four scheduling algorithms, it has been proved that 
the P-Backfill scheduling algorithm gives the better 
results. It has less waiting time of bigger jobs based on 
their priority level and highest utilization of computing 
resources in comparison to other scheduling algorithms. 
The average waiting time of P-Backfill algorithm for 10 
jobs is shown in figure 6:- 

 
Fig 6: Analysis of P-Backfill algorithm 

VI.  CONCLUSION  

     This paper has presented that how the dynamic 
metaschedular will deploy the arriving jobs using P-
Backfill algorithm to utilize the cloud resources 
efficiently with less waiting time. This algorithm selects 
the jobs according to their priority levels whereas the 
other traditional algorithms such as traditional Backfill, 
FCFS, SJF, LJF and Round Robin algorithms do not 
handle the priority jobs so that they are delayed for 
execution. 

VII. FUTURE SCOPE  

 The scheduling strategies are always needed for 
enhancing the system performance and the benefits of the 
service providers and customers both. Each new policy 
anticipates the profit into the account of its concerns 
research field and gives the better solution in comparison 
to previous ones. As far as the future scope of this 
research work is concerned, if the priority concepts are 
added with traditional computing algorithms, they may 
evolve some new computing approaches which will work 
better than previous ones.  
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